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1 Introduction

The field of data mining is concerned with knowledge discovery from data through the development of computer programs. During the last two decades, the rapid advances in computer and database technologies have led to the production of datasets with large numbers of features in many fields [13]. Most of the features are irrelevant and redundant, and these unnecessary features have stimulated a phenomenon in the data mining algorithms called the curse of dimensionality [5, 9, 42]. The dimensionality reduction technique plays an essential role in addressing this issue by mitigating the dimensions of features and retaining informative features of the original data. This technique is performed based on either feature selection or feature extraction approaches [21]. Feature selection is the process of identifying a subset of relevant features in an original feature set, while feature extraction methods transform the original data into a lower dimensional space to derive informative and non-redundant features. Feature selection is regarded as an important and active research area in data preprocessing, and numerous methods have been developed based on this technique [40].

From one aspect, feature selection methods can be classified into four approaches, including filter, wrapper, embedded, and hybrid [35, 27, 33, 38, 26]. The filter approach estimates the relevance of features using intrinsic properties of the data without the need for any learning algorithms. This approach can be subdivided into univariate and multivariate [38, 31, 2]. The univariate filter approach examines the relevance of each feature individually based on a given criterion. In contrast, the multivariate filter approach selects a subset of features by considering the dependencies between features. The wrapper approach integrates a specific learning algorithm to evaluate different subsets of selected features within the feature selection process. The embedded approach considers the feature selection process as part of constructing a given learning algorithm. Finally, the hybrid approach uses filter-based methods to reduce the original feature set in the first step and then applies wrapper-based techniques to select the final feature set.

From another aspect, the feature selection methods can be classified into supervised and unsupervised modes [13, 26]. In the supervised mode, the class labels of data are applied in the feature selection process as a guide, but in the unsupervised mode, the process of feature selection is done without using class labels.

Several tools and libraries have been developed for the feature selection task. A collection of existing feature selection tools is presented and compared in Table 1.1. In this collection, we have incorporated the open-source tools that have been recently updated, have been maintained for several years, or have been endorsed by the number of stars on their repository hosts (e.g., GitHub and SourceForge). Several vital metrics in the development of research software have been considered for comparing tools in Table 1.1:

- Programming language: This metric indicates developers’ most used programming languages in the feature selection research area.
- Documentation: This criterion demonstrates how well the software is documented.
for end-users and developers in terms of installation instructions, illustrative examples of use cases of the software, complete API documentation, and development tutorials to extend the software.

- Availability of graphical user interfaces (GUI): This feature shows how easy and quick the tool is to use for end-users.
- Data format: This measure points out the tool’s support for various input data formats.
- Creation and last update: These two criteria indicate the age and maintenance status of the software.
- Main focus: This column specifies the primary goal of software development, which can be classified into two categories: data mining and feature selection tools.
  
  Data mining tools provide a general-purpose environment for machine learning models with different features such as data preprocessing, classification, regression, clustering, and visualization. In these tools, feature selection can only be considered a small module. On the other hand, feature selection tools are designed specifically for the feature selection task and provide a wide range of feature selection methods.

- Coverage of feature selection approaches: This indicator figures out the support of the software in implementing baseline, well-known, and advanced feature selection methods in different categories.

The analysis of Table 1.1 shows that the development guide is lacking in most software, and the API documentation has not been provided with several tools. Therefore, developers find it challenging to modify and extend the existing software. Another essential drawback with some tools, such as Weka [48], is that the documentation is not up-to-date to cover the newest features and functionalities. Moreover, since non-expert researchers prefer to explore the software more efficiently without any coding requirements or through command-line environments, providing a high-level representation of the software functionalities via a GUI has become a standard in software development. Nonetheless, only a few available tools support a graphical interface for the users.

Another critical gap in Table 1.1 that deserves attention is the tool’s coverage of the feature selection methods. Most existing tools focus on only one feature selection approach and ignore the others. For example, Mlxtend [37] is a data mining library whose feature selection module only contains baseline greedy wrapper-based methods. Another example is Weka which is general-purpose software for data mining, but it provides only a few conventional feature selection methods based on the filter and wrapper approaches. Besides, a small number of tools have incorporated all feature selection approaches in their codebase with the implementation of simple, baseline, and well-known methods. However, the community still demands new advanced feature selection methods. RapidMiner [17], as an example, is an integrated platform for the generation of machine learning models in which many representative filter-based feature selection methods are implemented, but advanced ones are missing. Furthermore, only a few baseline methods based on the wrapper and embedded approaches are available in the RapidMiner repository. Among the software provided in Table 1.1, only scikit-feature
# Table 1.1: Comparison of UniFeat to existing feature selection tools.

<table>
<thead>
<tr>
<th>Tool name</th>
<th>Programming language</th>
<th>License</th>
<th>Documentation</th>
<th>GUI</th>
<th>Data format</th>
<th>Creation</th>
<th>Last update</th>
<th>Main focus</th>
<th>Feature selection approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weka [48]</td>
<td>Java</td>
<td>GNU GPL</td>
<td>Installation instructions, Illustrative examples, API documentation</td>
<td>✓</td>
<td>ARFF, CSV, XBF, XML</td>
<td>1993</td>
<td>2022</td>
<td>Data mining</td>
<td>Few baseline methods are implemented. A small number of conventional methods are included.</td>
</tr>
<tr>
<td>RapidMiner [17]</td>
<td>Java</td>
<td>GNU AGPL</td>
<td>Installation instructions, Illustrative examples, API documentation</td>
<td>✓</td>
<td>ACCDB, ARFF, CSV, DPF, DTA, HYPHER, MDR, QVX, SAS, SAV, TDL, XLS/XLS, XML, XRF</td>
<td>2001</td>
<td>2022</td>
<td>Data mining</td>
<td>Many representative methods are implemented. Few baseline methods are implemented.</td>
</tr>
<tr>
<td>Scikit-learn [52]</td>
<td>Python</td>
<td>BSD 3-Clause</td>
<td>Installation instructions, Illustrative examples, API documentation</td>
<td>N/A</td>
<td>CSV, XLS/XLS, JSON, MAT, ARFF, SQL, NumPy arrays, LibSVM format</td>
<td>2007</td>
<td>2022</td>
<td>Data Mining</td>
<td>A small set of simple baseline methods are provided. Few sequential techniques are included.</td>
</tr>
<tr>
<td>MExtend [17]</td>
<td>Python</td>
<td>BSD 3-Clause</td>
<td>Installation instructions, Illustrative examples, API documentation</td>
<td>N/A</td>
<td>CSV</td>
<td>2014</td>
<td>2022</td>
<td>Data mining</td>
<td>N/A A few greedy methods are implemented.</td>
</tr>
<tr>
<td>ITMO_FS [14]</td>
<td>Python</td>
<td>BSD 3-Clause</td>
<td>Installation instructions, Illustrative examples, API documentation</td>
<td>N/A</td>
<td>Scikit-learn input formats</td>
<td>2018</td>
<td>2022</td>
<td>Feature selection</td>
<td>Many well-known and advanced methods are included. Some conventional methods are involved.</td>
</tr>
<tr>
<td>FeatureSelector [52]</td>
<td>Python</td>
<td>GNU GPL</td>
<td>Installation instructions, Illustrative examples, API documentation</td>
<td>N/A</td>
<td>CSV</td>
<td>2018</td>
<td>2022</td>
<td>Feature selection</td>
<td>A few traditional methods are implemented.</td>
</tr>
<tr>
<td>Feature-engine [11]</td>
<td>Python</td>
<td>BSD 3-Clause</td>
<td>Installation instructions, Illustrative examples, API documentation</td>
<td>N/A</td>
<td>Scikit-learn input formats</td>
<td>2019</td>
<td>2022</td>
<td>Feature-engineering and selection</td>
<td>Several conventional statistical methods are incorporated. A small number of baseline methods are involved.</td>
</tr>
<tr>
<td>Jes-WFST [46]</td>
<td>MATLAB</td>
<td>BSD 3-Clause</td>
<td>Illustrative examples</td>
<td>N/A</td>
<td>MAT</td>
<td>2020</td>
<td>2021</td>
<td>Feature selection</td>
<td>N/A Many representative and advanced algorithms are implemented.</td>
</tr>
<tr>
<td>Mulan [47]</td>
<td>Java</td>
<td>GNU GPL</td>
<td>Installation instructions, Illustrative examples, API documentation</td>
<td>N/A</td>
<td>XML, ARFF</td>
<td>2007</td>
<td>2020</td>
<td>Multi-label learning</td>
<td>Few baseline methods have been implemented.</td>
</tr>
<tr>
<td>Feature Selection for Machine Learning [4]</td>
<td>Python</td>
<td>N/A</td>
<td>Illustrative examples</td>
<td>N/A</td>
<td>Pandas input formats</td>
<td>2018</td>
<td>2020</td>
<td>Feature selection</td>
<td>Some conventional statistical methods are provided. Some greedy algorithms are included.</td>
</tr>
<tr>
<td>FEAST [4]</td>
<td>MATLAB</td>
<td>BSD 3-Clause</td>
<td>Illustrative examples</td>
<td>N/A</td>
<td>MAT</td>
<td>2011</td>
<td>2019</td>
<td>Feature selection</td>
<td>Many standard mutual information-based methods are implemented. N/A</td>
</tr>
<tr>
<td>Scikit-feature [25]</td>
<td>Python</td>
<td>GNU GPL</td>
<td>Installation instructions, Illustrative examples, API documentation</td>
<td>✓</td>
<td>MAT, CSV</td>
<td>2015</td>
<td>2019</td>
<td>Feature selection</td>
<td>A range of well-known and advanced methods are included. A few greedy techniques are implemented.</td>
</tr>
<tr>
<td>FeatureSelect [52]</td>
<td>MATLAB</td>
<td>MIT</td>
<td>Installation instructions, Illustrative examples, API documentation</td>
<td>✓</td>
<td>MAT, XLS, TXT</td>
<td>2018</td>
<td>2019</td>
<td>Feature selection</td>
<td>A small number of baseline methods are included. Some well-known methods are involved.</td>
</tr>
<tr>
<td>MLFeatureSelection [8]</td>
<td>Python</td>
<td>MIT</td>
<td>Installation instructions, Illustrative examples, API documentation</td>
<td>N/A</td>
<td>Pandas input formats</td>
<td>2018</td>
<td>2019</td>
<td>Feature selection</td>
<td>A small number of methods are implemented.</td>
</tr>
<tr>
<td>LOPSI [51]</td>
<td>MATLAB</td>
<td>OCTAVE</td>
<td>Installation instructions, Illustrative examples, API documentation</td>
<td>N/A</td>
<td>MAT, CSV</td>
<td>2016</td>
<td>2016</td>
<td>Online feature selection</td>
<td>Some online methods are involved.</td>
</tr>
<tr>
<td>UniFeat</td>
<td>Java</td>
<td>MIT</td>
<td>Installation instructions, Illustrative examples, API documentation</td>
<td>✓</td>
<td>CSV</td>
<td>2022</td>
<td>2022</td>
<td>Feature selection</td>
<td>Many well-known and advanced algorithms are included. Some representative and advanced methods are included.</td>
</tr>
</tbody>
</table>

### Notes
- ✓: Available
- N/A: Not available
- Development guide, Installation instructions, Illustrative examples, API documentation.
[25] and ITMO_FS [34] have implemented numerous feature selection methods in all categories. However, scikit-feature has not developed advanced feature selection methods in the wrapper and embedded classes, and its codebase has not been updated for several years. Moreover, ITMO_FS has provided several conventional wrapper feature selection methods, and the implementation of advanced techniques is still needed.

Therefore, our aim in developing the Universal Feature Selection Tool (UniFeat) as a comprehensive feature selection tool includes seven aspects. (1) UniFeat implements well-known and advanced feature selection methods within a unified framework to respond to the pressing requirements of the community. (2) UniFeat can be considered as a benchmark tool due to the development of methods in all the approaches. (3) The functions presented in UniFeat provide essential auxiliary tools for performance evaluation, result visualization, and statistical analysis. (4) UniFeat has been completely implemented in Java and can be run on various platforms. (5) Researchers are able to use UniFeat through its GUI environment or as a library in their Java codes. (6) The open-source nature of UniFeat can help researchers use and modify the tool to fit their research requirements and facilitate sharing their methods with the scientific community rapidly. (7) Finally, a well-documented tutorial for developers and end-users is provided for UniFeat to support the further extension of the software.
2 Introduction to UniFeat

The Universal Feature Selection Tool (UniFeat) is an open-source Java tool for feature selection, developed at the University of Kurdistan, Iran, and distributed under the MIT License terms. The project aims to create a unified framework for researchers applying feature selection.

For simplification of the development of the tool, UniFeat was divided into six main packages, including (1) featureSelection, (2) dataset, (3) classifier, (4) gui, (5) result, and (6) util (as shown in Figure 2.1), used for the following purposes.

Figure 2.1: UniFeat packages.

1. **featureSelection package**: provides all the feature selection methods implemented in the tool. This package is divided into three sub-packages to cover all the feature selection approaches. Moreover, filter-based feature selection methods have been split into supervised and unsupervised packages. The current feature selection methods in the UniFeat repository are based on the filter, wrapper, and embedded approaches. The unified interface of the package allows researchers to implement their feature selection methods and share them with the other researchers in the feature selection community.

2. **dataset package**: is used for loading, saving, editing, and exporting different types of dataset files.

3. **classifier package**: collects several well-known and frequently used classifiers from the Weka software package [48].

4. **gui package**: provides GUIs that display the entire graphical representation of the panels for interaction with the user. Moreover, the package reports the results visually. It should be noted that this package has been separated from the others.

5. **result package**: reports the performance results of feature selection methods based on several criteria such as accuracy and execution time.

---

6. **util package**: presents various utility methods for manipulating arrays and matrices and performing basic statistical operations that can be used in the feature selection methods.

UniFeat is entirely implemented in Java, and it can thus be run on any platform where Java Runtime Environment (JRE) is installed.
3 Download and run

Two types of files are provided for the UniFeat:

1. The executable file of UniFeat (version 0.1.1) that can be downloaded from the project website\textsuperscript{2}.
2. The source-code of UniFeat (version 0.1.1) which is available in the GitHub repository\textsuperscript{3}.

After downloading the tool, you must have the Java Runtime Environment (JRE) on your system to run it. Also, if you want to use the source codes and modify them, you need the Java Development Kit (JDK) to compile the modified source codes again.

You can start the UniFeat as a graphical user interface by clicking the UniFeat-v0.1.1.jar file or by typing the following command from the command prompt:

\begin{center}
\texttt{java -jar UniFeat-v0.1.1.jar}
\end{center}

Figure 3.1 shows the initial panel of the UniFeat. This panel is used to select a workspace path for the tool. It should be noted that some essential files will be created in this path.

\begin{center}
\includegraphics[width=0.5\textwidth]{workspace_selection.png}
\end{center}

\begin{center}
Figure 3.1: Workspace selection panel.
\end{center}

The easiest way to use UniFeat is through its graphical user interface. Another way is to use UniFeat as a library (using UniFeat-v0.1.1.jar) for researchers who use feature selection as a part of their own methods and, therefore, prefer to embed the UniFeat feature selection methods in their Java codes. The detailed information is described in Section 5.

\textsuperscript{2}https://unifeat.github.io/software.html
\textsuperscript{3}https://github.com/UniFeat/unifeat
4 The UniFeat exploration

After running UniFeat and selecting a workspace for the tool, you will see the main panel of the tool, which is illustrated in Figure 4.1. This panel gives all the tool facilities access using form filling and menu items.

Figure 4.1: Main panel of UniFeat.

4.1 Panel description

There are five different parts corresponding to the specific task of the UniFeat tool. Each of the five parts is described in the following subsections.

4.1.1 Loading the dataset files

In the feature selection methods, datasets are split into training and test sets. The training set is a portion of the data that is used in the feature selection process. Moreover, this set is employed for training the learning algorithm. On the other hand, the test set is the unseen data that is used to evaluate the performance of the feature selection methods. Generally speaking, benchmark datasets which are provided for the feature
selection domain are available in two types. In the first type, the dataset file consists of all the samples. In the second type, the datasets are divided originally into two portions: training and test sets. UniFeat provides support to both types of dataset files.

The “File paths” panel allows you to load all dataset files in the tool for future purposes:

1. “Random training/test sets” section: you can easily import a file of the dataset, and then the training and test sets are drawn randomly by the tool from the input dataset file (2/3 of the data are considered as a training set, and the other portion is used as a test set).

2. “Training/Test sets” section: if you want to use the datasets that are divided originally into training and test sets, this section can be used.

A specific way of representing datasets is needed for the tool. In UniFeat format, the representation of the input dataset consists of the following parts:

- The first row of the datasets must have the names of all features.
- The next rows contain all data, with each row corresponding to a sample. A vector of feature values describes each sample with a class label separated by commas. Also, the class labels of all samples must be available in the last column of the dataset.

You can easily import the dataset into the UniFeat tool as a file in comma-delimited format (i.e., CSV file format). Figure 4.2 shows an example of a dataset in the UniFeat format. In Figure 4.2, the input dataset contains 12 samples and four features within the class feature. In this case, the class feature has three values, including Iris-setosa, Iris-versicolor, and Iris-virginica.

![Figure 4.2: An example of the UniFeat format of a dataset.](image)

In addition to the dataset files, a separate file that contains the values of the class feature must be imported into the tool. Each value of the class feature is presented in a row. For example, for the dataset in Figure 4.2, the class label file contains three rows, each representing a class label, including Iris-setosa, Iris-versicolor, and Iris-virginica. It should be noted that rows of the class label file must be compatible with the class
Table 4.1: Filter-based feature selection methods in the UniFeat repository.

<table>
<thead>
<tr>
<th>Method</th>
<th>Supervised/Unsupervised</th>
<th>Multivariate/Univariate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information gain [29]</td>
<td>Supervised</td>
<td>Univariate</td>
</tr>
<tr>
<td>Gain ratio [29]</td>
<td>Supervised</td>
<td>Univariate</td>
</tr>
<tr>
<td>Symmetrical uncertainty [26]</td>
<td>Supervised</td>
<td>Univariate</td>
</tr>
<tr>
<td>Fisher score [12]</td>
<td>Supervised</td>
<td>Univariate</td>
</tr>
<tr>
<td>Gini index [39]</td>
<td>Supervised</td>
<td>Univariate</td>
</tr>
<tr>
<td>mRMR [33]</td>
<td>Supervised</td>
<td>Multivariate</td>
</tr>
<tr>
<td>Laplacian score [16]</td>
<td>Supervised &amp; unsupervised</td>
<td>Univariate</td>
</tr>
<tr>
<td>RRFS [9]</td>
<td>Supervised &amp; unsupervised</td>
<td>Multivariate</td>
</tr>
<tr>
<td>Term variance [45]</td>
<td>Unsupervised</td>
<td>Univariate</td>
</tr>
<tr>
<td>RSM [23]</td>
<td>Unsupervised</td>
<td>Multivariate</td>
</tr>
<tr>
<td>UFSACO [43]</td>
<td>Unsupervised</td>
<td>Multivariate</td>
</tr>
<tr>
<td>RRFSACO_1 [42]</td>
<td>Unsupervised</td>
<td>Multivariate</td>
</tr>
<tr>
<td>RRFSACO_2 [42]</td>
<td>Unsupervised</td>
<td>Multivariate</td>
</tr>
<tr>
<td>IRRFSACO_1 [42]</td>
<td>Unsupervised</td>
<td>Multivariate</td>
</tr>
<tr>
<td>IRRFSACO_2 [42]</td>
<td>Unsupervised</td>
<td>Multivariate</td>
</tr>
<tr>
<td>MGSACO [44]</td>
<td>Unsupervised</td>
<td>Multivariate</td>
</tr>
</tbody>
</table>

feature values in the dataset file.

A list of some benchmark datasets from different sources that were converted to UniFeat format is available on the [project website](https://unifeat.github.io/datasets.html).

### 4.1.2 Choosing a feature selection method

In the “Feature selection approaches” panel, you can simply access to the well-known and state-of-the-art feature selection methods in the literature. In this panel, there are three tabs corresponding to the different feature selection approaches including the “Filter,” “Wrapper,” and “Embedded” tabs.

In the “Filter,” “Wrapper,” and “Embedded” tabs, the UniFeat repository has involved the feature selection methods, the details of which are listed in Tables 4.1 to 4.3, respectively.

Some feature selection methods have adjustable parameters that need to be set. The “More option...” button is provided in the tool to set these parameters. An example is presented in Figure 4.3 for the Laplacian score method. It should be noted that to prevent unwanted errors, the tool automatically checks the values. In other words, when the value of a parameter is empty or incorrect, a star symbol ‘*’ immediately appears in front of the parameter to alert the user. In Figure 4.3, this issue arises for the “k-nearest neighbor” parameter.

---

[https://unifeat.github.io/datasets.html](https://unifeat.github.io/datasets.html)
Table 4.2: Wrapper-based feature selection methods in the UniFeat repository.

<table>
<thead>
<tr>
<th>Method</th>
<th>Supervised/Unsupervised</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary particle swarm optimization (BPSO) [49]</td>
<td>Supervised</td>
</tr>
<tr>
<td>Continuous particle swarm optimization (CPSO) [49]</td>
<td>Supervised</td>
</tr>
<tr>
<td>Particle swarm optimization version 4-2 (PSO(4-2)) [50]</td>
<td>Supervised</td>
</tr>
<tr>
<td>HPSO-LS [30]</td>
<td>Supervised</td>
</tr>
<tr>
<td>Simple GA [18]</td>
<td>Supervised</td>
</tr>
<tr>
<td>HGAFS [19]</td>
<td>Supervised</td>
</tr>
<tr>
<td>Optimal ACO [1]</td>
<td>Supervised</td>
</tr>
</tbody>
</table>

Table 4.3: Embedded-based feature selection methods in the UniFeat repository.

<table>
<thead>
<tr>
<th>Method</th>
<th>Supervised/Unsupervised</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision tree based method [24]</td>
<td>Supervised</td>
</tr>
<tr>
<td>Random forest [3]</td>
<td>Supervised</td>
</tr>
<tr>
<td>SVM_RFE [14]</td>
<td>Supervised</td>
</tr>
<tr>
<td>MSVM_RFE [20]</td>
<td>Supervised</td>
</tr>
<tr>
<td>OVO_SVM_RFE [7]</td>
<td>Supervised</td>
</tr>
<tr>
<td>OVA_SVM_RFE [7]</td>
<td>Supervised</td>
</tr>
</tbody>
</table>

Figure 4.3: An example of the parameter settings panel.

4.1.3 Feature subset sizes

In some feature selection methods, the number of selected features is a parameter that needs to be set. The “Numbers of selected features” panel is designed to set this parameter. Therefore, users are able to enter the different numbers of selected features altogether. These values must be separated by commas. Figure 4.1 shows an example of how 5, 10, 15, and 20 features should be selected by the given feature selection method.
4.1.4 Selecting classifier

In the “Classifier” panel, you can select a classifier for evaluating the subsets of features chosen by a given feature selection method. Four frequently used classifiers, including support vector machine (SVM) [14], decision tree (DT) [36], naïve Bayes (NB) [45], and k-nearest neighbors (KNN) [45], are provided to UniFeat induced from the Weka software package [48]. Also, the “More option...” button is embedded in this panel to adjust the parameters of the classifiers.

4.1.5 Run configuration

The “Run configuration” panel is designed for two purposes. (1) While input datasets are divided randomly into the training and test sets, the division process should repeat several times. This process reduces the effect of the random nature of the dataset and improves the estimation of the performance of a feature selection method. (2) Some feature selection methods embed randomness into their search processes and thus provide stable results when they run several times independently.

Finally, you can click on the “Start” button to start the feature selection process. If the user provides all the requirements of the tool with form filling, the resulting interface will be shown. In this interface, some necessary information will be reported to the user. This includes some information about the dataset, weights of features, classification accuracies, execution times, and subsets of selected features in each iteration.

Figure 4.4 shows an example of the output results generated by the tool. From Figure 4.4, it is clear that two different subsets of features are selected, and the method has been run for six independent iterations. Note that each column corresponds to a specific subset of selected features.

Three buttons are embedded in the resulting interface, each of which is described in the following:

1. “View subsets” button: by clicking this button, you can see the different subsets of selected features obtained by a given feature selection method in each iteration. An example of this issue is shown in Figure 4.5.

2. “View training/test sets” button: by clicking this button, you can see the two different folders with the names CSV and ARFF. The reduced datasets based on different subsets of selected features in each iteration are saved in these folders. The ARFF folder represents the reduced dataset in the attribute-relation file format (i.e., ARFF, which is the standard format of the Weka software), and the CSV folder represents the reduced datasets in the comma-delimited format (i.e., CSV file format). Each file in these folders is saved with the format “name[i-j].format”, where:
   • name: is the type of dataset with two different values: trainSet and testSet;
   • i: represents the l-th iteration of the tool;
   • j: shows the number of selected features;
• format: illustrates the type of file format with two different values: arff and csv.

For example, the “testSet[1-5].arff” file shows the reduced test set file obtained by a given feature selection method from the first iteration based on five selected features with the ARFF format.

These reduced datasets can be easily used to compare fairly feature selection meth-
ods available in the UniFeat and any other feature selection methods implemented in the different software packages.

3. “Save results” button: You can save all information from the resulting interface as a text file by clicking this button.

4.2 Menu items description

Four different menu items correspond to the tasks of the UniFeat tool. Each of these menus is described in the following sections.

4.2.1 Preprocessing of the data

UniFeat supports only a specific dataset format described in Section 4.1.1; thus, a simple preprocessing panel is provided to help users import datasets from different sources and convert them into UniFeat format. Using the “File” \(\rightarrow\) “Preprocess” menu in UniFeat, you can import a dataset and convert it to the correct format. The preprocessing panel is presented in Figure 4.6.

First, you should select a delimiter of the input dataset from the “Delimiter” panel, and then you can perform the two following optional operations over the dataset:

1. “Convert to Comma delimited”: if you select this item, the current delimiter of the data is changed to the comma-delimited.

2. “Transpose (rotate) dataset from rows to columns or vice versa”: some of the datasets have been presented so that the columns of the data show the samples, and the rows describe a vector of feature values corresponding to the samples. If you select this item, the dataset is rotated from rows to columns or vice versa.

4.2.2 Drawing a diagram

Visualizing the results obtained by UniFeat in the form of diagrams can help users obtain better interpretations. After the feature selection process is done, you can see three diagrams, including execution time, accuracy, and error rate, accessible through the “Diagram” menu. Moreover, the values of the results in each iteration and average values in all iterations can be reported in these diagrams. Figure 4.7 shows an example of the tool’s execution time and classification accuracy diagrams. As shown in Figure 4.7, users can save diagrams in a \textit{png} image format to facilitate reporting the results. This option is available in the “File” menu.

4.2.3 Analyzing the results

To show that the experimental results are statistically significant, the Friedman test [10] is currently provided in the UniFeat tool to analyze the results. The Friedman test is a non-parametric test used to measure the statistical differences of methods over multiple datasets. To apply this test, first of all, you should prepare a file as follows:
The first row of the file must have the names of methods.

The next rows contain all the values, with each row corresponding to the results of the methods on a dataset. Each row starts with the name of a dataset, and then the results of each method are presented, separated by commas.

You can easily import this file into the UniFeat tool as a CSV file. Figure 4.8 shows an example of this file in a spreadsheet. In Figure 4.8, the input file contains the classification error rates obtained by seven methods over five different datasets.

After preparing the results file, you can open the Friedman test panel, import the file,
and perform the test on the input file using the “Analyze” → “Friedman test” menu in the UniFeat tool. The Friedman test panel is presented in Figure 4.9.

“Worth of values” in the Friedman test panel allows the user to select the worth of values in the file. If “ascending order” is specified, then the tool associates the best rank to the method with the lowest value; otherwise, in the case of “descending order,” the tool associates the best rank to the method with the highest value.

The Friedman test panel provides some helpful information, such as the average values
of each method over all datasets, Chi-square and F-distribution values, and critical values of the table based on various significant levels (i.e., α parameter).

4.2.4 Help file

By using the “Help” menu in UniFeat, you can access the tool’s user manual.
5 Using UniFeat as a library

The easiest way to use UniFeat is through its graphical user interface. Sometimes you use feature selection as a part of your methods, and you prefer to embed the feature selection methods in your Java codes. Therefore, a question about the UniFeat tool has remained: “how to use the UniFeat tool as a jar file in your own Java codes?” In this section, we will describe this issue.

An example is presented in Appendix A to clarify how to read a dataset, call a feature selection method, and obtain the results from your own Java codes. The codes required to use the UniFeat as a jar file are explained in the following sections.

5.1 Reading dataset files

First, you should load all dataset files for future purposes. The input files must be prepared in the UniFeat format for the tool described in Section 4.1.1. If only one dataset file is available, you can easily import the codes in Figure 5.1a in your own Java code. In Figure 5.1a, path1 is the dataset’s path, and path2 is the path of the class labels file. Both path1 and path2 are string values.

On the other hand, if the dataset file is originally divided into training and test sets, you can easily use the codes presented in Figure 5.1b. In Figure 5.1b, path1 is the training set’s path, path2 is the test set’s path, and path3 is the path of the class labels file. path1, path2, and path3 are string values.

![Figure 5.1: Source codes for reading the dataset.](image)

5.2 Performing feature selection

After reading the dataset file, you can perform a given feature selection method based on the input dataset. The general interface of the feature selection methods currently available in the UniFeat tool can be considered in Figure 5.2.

From Figure 5.2 the following points deserve attention:

1. You can load the dataset for performing the feature selection process in two ways: (a) read the dataset as described in Section 5.1 and then use the “loadDataSet(DatasetInfo ob)” code, or (b) you can prepare the dataset as a matrix of double values without the names of features in the first row. Figure 5.3 shows the values of the dataset illustrated in Figure 4.2. In Figure 5.3, the data labels have
public interface featureSelection {
    public void loadDataSet(DatasetInfo ob);
    public void loadDataSet(double[][] data, int numFeat, int numClasses);
    public void evaluateFeatures();
    public int[] getSelectedFeatureSubset();
    public double[] getFeatureValues();
    public String validate();
}

Figure 5.2: General interface of the feature selection methods.

been changed (i.e., Iris-setosa → 0, Iris-versicolor → 1, and Iris-virginica → 2). Then the “loadDataSet(double[][] data, int numFeat, int numClasses)” code is used where numFeat is the number of features and numClasses is the number of classes in the dataset.

2. The “evaluateFeatures()” function performs a given feature selection method over the input dataset.

3. The “getSelectedFeatureSubset()” function returns a subset of features selected by a given feature selection method.

4. The “getFeatureValues()” function is used to obtain the weights of features if the method gives weights of features individually and ranks them based on their relevance (i.e., feature weighting methods); otherwise, these values do not exist.

5. The “validate()” function is used to verify the validity of user input values. This method returns an empty string if all the input values are correct; otherwise, an error message is demonstrated to the user.

double[][] data = {
    {4.3, 3, 1.1, 0.1, 0},
    {4.4, 2.9, 1.4, 0.2, 0},
    {4.4, 3, 1.3, 0.2, 0},
    {4.4, 3.2, 1.3, 0.2, 0},
    {5.5, 2.3, 4, 1.3, 1},
    {5.5, 2.4, 3.8, 1.1, 1},
    {5.5, 2.4, 3.7, 1, 1},
    {5.5, 2.5, 4, 1.3, 1},
    {6.3, 3.3, 6, 2.5, 2},
    {6.3, 2.9, 5.6, 1.8, 2},
    {6.3, 2.7, 4.9, 1.8, 2},
    {6.3, 2.8, 5.1, 1.5, 2}};

Figure 5.3: An example of the data as a matrix.

For example, suppose we want to use information gain as a feature selection method. The required code is presented in Figure 5.4. In Figure 5.4, the sizeSelectedFeatureSubset parameter determines the number of features selected by the method, and the data is the input dataset obtained from Section 5.1. Also, the message keeps the possible error message from user input values, the subset supports the subset of features selected by
information gain, and *computeValues* holds the information gain values of each feature.

```java
import unifeat.featureSelection.filter.supervised.InformationGain;
...
    InformationGain method = new InformationGain(sizeSelectedFeatureSubset);
    method.loadDataSet(data);
    String message = method.validate();
    if (!message.isEmpty()) {
        System.out.print("Error!\n " + message);
    } else {
        method.evaluateFeatures();
        int[] subset = method.getSelectedFeatureSubset();
        double[] computeValues = method.getFeatureValues();
    }
```

Figure 5.4: Source codes for performing feature selection using information gain.

### 5.3 Creating reduced datasets

When the feature selection process has been done, you can create reduced datasets based on the subset of selected features in the CSV or ARFF formats.

If you want to create training and test sets in CSV or ARFF file formats based on the subset of selected features (i.e., the *subset* in Figure 5.4), you can easily embed the codes in Figure 5.5 in your own Java code. In Figure 5.5, `newPathTrainCSV` is a path for the training set in CSV format, `newPathTestCSV` is a path for the test set in CSV format, `newPathTrainARFF` is a path for the training set in ARFF format, `newPathTestARFF` is a path for the test set in ARFF format, and some temporary files will be created in `tempPath`. Also, `newPathTrainCSV`, `newPathTestCSV`, `newPathTrainARFF`, `newPathTestARFF`, and `tempPath` are string values. Furthermore, the *sizeSelectedFeatureSubset* parameter determines the number of features selected by the method. This code is used when the dataset files are loaded in the way explained in Figure 5.1.

```java
import unifeat.dataset.DatasetInfo;
import unifeat.util.FileFunc;
...
    FileFunc.createCSVFile(data.getTrainSet(), subset, newPathTrainCSV,
            data.getNameFeatures(), data.getClassLabel());
    FileFunc.createCSVFile(data.getTestSet(), subset, newPathTestCSV,
            data.getNameFeatures(), data.getClassLabel());
    FileFunc.convertCSVtoARFF(newPathTrainCSV, newPathTrainARFF, tempPath,
            sizeSelectedFeatureSubset, data);
    FileFunc.convertCSVtoARFF(newPathTestCSV, newPathTestARFF, tempPath,
            sizeSelectedFeatureSubset, data);
```

Figure 5.5: Source codes for creating the CSV and ARFF files from the training and test sets based on Figure 5.1.
On the other hand, if the dataset is loaded in the form shown in Figure 5.3, and you want to create the CSV or ARFF files, you can easily embed the codes in Figure 5.6 in your own Java code. In Figure 5.6, newPathDataCSV is a path for the dataset in CSV format, newPathDataARFF is a path for the dataset in ARFF format, some temporary files will be created in tempPath, FeatureNames is an array of strings that presents the names of features, and classNames is an array of strings that presents the names of classes. Also, numFeature is the number of original features, and numClass is the number of classes in the dataset.

```java
import unifeat.dataset.DatasetInfo;
import unifeat.util.FileFunc;
...
FileFunc.createCSVFile(data, subset, newPathDataCSV, FeatureNames, classNames);
FileFunc.convertCSVtoARFF(newPathDataCSV, newPathDataARFF, tempPath, sizeSelectedFeatureSubset, numFeature, FeatureNames, numClass, classNames);
```

Figure 5.6: Source codes for creating the CSV and ARFF files from the input array of the dataset.

It should be noted that you can directly use the Weka software [48] to create the ARFF files based on the created CSV files.
6 Extending UniFeat

The open-source nature and structure of UniFeat can help researchers use and modify the tool to fit their research requirements and facilitate it to share their methods with the scientific community rapidly. Therefore, another question remains about the UniFeat tool: “how can a new feature selection method be added to the tool?” In this section, we will answer this question in sufficient detail.

6.1 Adding a feature selection method to UniFeat

The unified structure of the feature selection package in UniFeat allows researchers to implement their feature selection methods via the UniFeat framework. Figure 6.1 shows the UML class diagram of the UniFeat feature selection approaches. Figure 6.1 reveals that all the feature selection approaches inherit the properties of the FeatureSelection abstract class. The functions provided by the FeatureSelection class were detailed in Section 5.2.

![UML class diagram of feature selection approaches in UniFeat.](image)

The current feature selection methods in the UniFeat repository are based on the filter, wrapper, and embedded approaches. We provide a separate class for each approach due to its specific requirements. Further details about how to add a new algorithm—considering its feature selection type—are provided in the corresponding sections.
6.1.1 Adding a new filter-based method

Filter-based methods are classified into two classes: the `WeightedFilterApproach` and `FilterApproach` classes, considered for feature weighting and feature subset selection methods, correspondingly. Feature weighting methods assign weights to features individually, rank them based on their relevance, and the top $k$ features are finally returned to form the final feature set. Information gain [29], gain ratio [29], Gini index [39], and symmetrical uncertainty [26] are well-known methods in this category. On the other hand, feature subset selection methods choose a set of features without using any ranking criterion. RRFS [9], mRMR [33], RSM [23], and UFSACO [43] are examples of this category.

The general template class for adding a new filter-based method is presented in Figure 6.2, where the following points deserve attention.

```java
import unifeat.featureSelection.filter.WeightedFilterApproach;
import unifeat.util.ArraysFunc;

public class YourMethodName extends WeightedFilterApproach {
    public YourMethodName(Object... arguments) {
        super((int)arguments[0]);
    }

    public YourMethodName(int sizeSelectedFeatureSubset) {
        super(sizeSelectedFeatureSubset);
    }

    @Override
    public void evaluateFeatures() {
        // TODO feature selection process by your method
        ArraysFunc.sortArray1D(selectedFeatureSubset, false);
    }

    @Override
    public String validate() {
        // TODO validation of user input values
        return "keep this method to return an error message if"
            + " there are any errors in input parameters";
    }
}
```

Figure 6.2: General template class for adding a new filter-based method.

1. The class of your algorithm should extend one of the `WeightedFilterApproach` and `FilterApproach` abstract classes. These two abstract classes have similar functionalities, but `WeightedFilterApproach` returns a set of features associated with weights, while the other abstract class returns only a set of features.
2. Two constructor functions are provided for each filter method. The first function...
has a variable argument *Object*. The second function takes the number and types of the arguments. If your method includes several tunable parameters, you should define the parameters as inputs to this function. The first value passed to both of these functions must be an integer that determines the number of features selected by your method.

3. The “evaluateFeatures()” function is used to implement the body of your algorithm. Note that this function does not have any input. It takes the required values from the fields provided in the *FeatureSelection* super-class, and these fields are initialized as the “*loadDataSet()*” functions are called. The body of your algorithm should store the final feature subset in the *selectedFeatureSubset* array. This array keeps the indices of the selected features, finally used as a result of your method’s implementation. Moreover, the last line of your code is “*ArraysFunc.sortArray1D()*” invoked to sort the features based on their indices. The sorted array of feature indices is required to create the reduced dataset (see Section 5.3 for further details).

4. The “*validate()*” function is used to verify the validity of user input values. If your method does not include any parameter validation, you can remove this method. An implementation of this method is presented in the *FeatureSelection* super-class, where an empty message is returned to demonstrate that there is no error in the input values.

Note that you should add the class of your method into the supervised package if your method is a supervised algorithm; otherwise, you should add it into the unsupervised package.

In the GUI, users can choose feature selection methods. In UniFeat, a specific class for each approach provides a complete list of feature selection methods. All of these classes extend the *EnumType* class. Therefore, you should add the name of your filter-based method to the *FilterType* class, which is used for all filter-based feature selection methods.

### 6.1.2 Adding a new wrapper-based method

The general template class for adding a new wrapper-based method is similar to filter-based methods. However, the first argument in the constructor functions should be the project’s path because some temporary files will be created in this path.

Since wrapper-based methods require a given classifier to evaluate different subsets of features during the feature selection process, four well-known and frequently-used classifiers are currently collected from the Weka software [48]. UniFeat uses the training/test evaluation and *k*-fold cross-validation [41] techniques to evaluate feature subsets. In training/test evaluation, a reduced dataset is first created based on the selected subset of features, then assessed by applying a classifier to the reduced dataset. Note that the reduced dataset is divided into training and test sets. The training set is used to build the classifier, and the test set is employed to evaluate the performance of the selected features.
Figure 6.3 shows the declarations of the current classifiers used for training/test evaluation. In these declarations, $\text{pathTrainData}$ is the path of the training set in ARFF format, and $\text{pathTestData}$ is the path of the test set in ARFF format. Other arguments in each function are needed for a specific classifier. All these functions are static, which means they can be invoked directly from the $\text{TrainTestEvaluation}$ class.

```java
public static Criteria SVM(String pathTrainData, String pathTestData,
SVMKernelType svmKernel, double c);
public static Criteria naiveBayes(String pathTrainData, String pathTestData);
public static Criteria dTree(String pathTrainData, String pathTestData,
double confidenceValue, int minNumSampleInLeaf);
public static Criteria kNN(String pathTrainData, String pathTestData,
int kNNValue);
```

Figure 6.3: Declarations of the classifiers used for training/test evaluation in UniFeat.

In $k$-fold cross-validation, the dataset is split into $k$ parts. The first $k-1$ parts are applied in the training process to build a classifier. At the same time, the last one is utilized in the validation process to evaluate the performance of the selected subset. Figure 6.4 shows the declarations of the current classifiers employed in $k$-fold cross-validation. In Figure 6.4, $\text{pathTrainData}$ is the path of the training set in ARFF format. Furthermore, $\text{kFold}$ is an argument for defining the number of folds. All these functions are static, which means they can be invoked directly from the $\text{CrossValidation}$ class.

```java
public static Criteria SVM(String pathTrainData, SVMKernelType svmKernel,
double c, int kFold);
public static Criteria naiveBayes(String pathTrainData, int kFold);
public static Criteria dTree(String pathTrainData, double confidenceValue,
in minNumSampleInLeaf, int kFold);
public static Criteria kNN(String pathTrainData, int kNNValue, int kFold);
```

Figure 6.4: Declarations of the classifiers used for $k$-fold cross-validation in UniFeat.

Recently, population-based methods have attracted a lot of attention. Most of them belong to the wrapper approach. These methods consider the interaction between subsets of features, and they show higher performance than filter-based methods. The three most popular methods, including Genetic Algorithm (GA), Ant Colony Optimization (ACO), and Particle Swarm Optimization (PSO), are implemented in UniFeat. The simple implementation of these algorithms in UniFeat helps researchers easily have the structures inherited in their methods to develop. For example, Figure 6.5 provides the basic structure of GA implemented in UniFeat. In this structure, we have provided three abstract classes, including $\text{BasicIndividual}$, $\text{BasicPopulation}$, and $\text{BasicGA}$, which can be used in any GA-based feature selection method. The $\text{BasicIndividual}$ class is employed to represent an individual, and the $\text{BasicPopulation}$ class is used to create a population of individuals and apply genetic operations. Finally, $\text{BasicGA}$ is the main class utilized for iteration of the algorithm an allowed number of times. Moreover, $\text{BasicGA}$ class
inherits the properties of the `WrapperApproach` class. It is clear from Figure 6.5 that the essential genetic operators, including crossover, mutation, selection, and replacement, have been implemented in UniFeat. As frequently-used operators, they can be invoked from your method.

![UML class diagram of the genetic algorithm in UniFeat.](image)

**Figure 6.5:** UML class diagram of the genetic algorithm in UniFeat.

### 6.1.3 Adding a new embedded-based method

The general template class for adding a new embedded method is similar to wrapper-based methods. In embedded-based methods, a given classifier is trained by an original feature set, and the obtained results are used to specify the relevance of each feature. Therefore, the functions shown in Figures 6.3 and 6.4 can be used in this approach.

SVM and DT are common classifiers for embedded-based methods implemented in UniFeat. For instance, Figure 6.6 shows the abstract classes of SVM-based methods. In Figure 6.6, there are two main functions “buildSVM_OneAgainstOne()” and “buildSVM_OneAgainstRest()”. In the first function, there is a binary SVM for each pair of sample classes to separate the sample of one class from that of the other. In the second function, however, there is a binary SVM for each sample class to separate the sample of that class from that of the other classes.

### 6.2 Creating a parameter settings panel in UniFeat

Some feature selection methods have tunable parameters that need to be set. Further details on the parameters of different methods are included in Section 4.1.2. A simple structure has been designed for developers to create a GUI panel for setting these parameters.
parameters in the UniFeat tool. Figure 6.7 shows a general template for creating a panel in UniFeat.

After running the code provided in Figure 6.7, you will see the general panel of parameter settings, which is illustrated in Figure 6.8a. You can change the “Panel Title,” “Your method settings title,” and “Description of your method” by calling the functions presented in the ParameterPanel super-class. Moreover, adding the desired components to the “YourPanel()” constructor function will be observed in the panel illustrated in Figure 6.8a. Furthermore, as seen in Figure 6.8a, if a user clicks on the “More” button, Figure 6.8b will be shown. Further information about the parameters is presented in this panel, and you can change the panel text by calling the relevant function in the ParameterPanel class.

After creating the panel, you should add the required code to the MainPanel class in the gui package. In this class, four important functions are presented: “getFilterApproachParameters(),” “getWeightedFilterApproachParameters(),” “getWrapperApproachParameters(),” and “getEmbeddedApproachParameters().” They pass input parameters, which are obtained through GUI, to a specific method. These four functions are designed for different feature selection approaches.
import unifeat.gui.ParameterPanel;
import java.awt.Dialog;
import java.awt.event.KeyEvent;
import javax.swing.UIManager;
import javax.swing.UnsupportedLookAndFeelException;

public class YourPanel extends ParameterPanel {
    public YourPanel(){
        super();
    }

    @Override
    public void keyReleased(KeyEvent e) {
        //TODO action when a key has been released
    }

    public static void main(String[] arg) {
        try {
            // Check if Nimbus is supported and get its classname
            for (UIManager.LookAndFeelInfo lafInfo : UIManager.getInstalledLookAndFeels()) {
                if ("Nimbus".equals(lafInfo.getName())) {
                    UIManager.setLookAndFeel(lafInfo.getClassName());
                    UIManager.getDefaults().put("TextArea.font", UIManager.getFont("TextField.font"));
                    break;
                }
            }
        } catch (ClassNotFoundException | InstantiationException | IllegalAccessException | UnsupportedLookAndFeelException eOut) {
            try {
                // If Nimbus is not available, set to the system look and feel
                UIManager.setLookAndFeelIndia(UIManager.getSystemLookAndFeelClassName());
                UIManager.getDefaults().put("TextArea.font", UIManager.getFont("TextField.font"));
            } catch (ClassNotFoundException | InstantiationException | IllegalAccessException | UnsupportedLookAndFeelException eIn) {
                System.out.println("Error setting native LAF: " + eIn);
            }
        }

        YourPanel dtpanel = new YourPanel();
        Dialog dlg = new Dialog(dtpanel);
        dtpanel.setVisible(true);
    }
}

Figure 6.7: General template class for creating a GUI panel in UniFeat.
Figure 6.8: GUI panel in UniFeat.

(a) Parameter settings panel.  
(b) Information about the parameters.
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A  An example source code for feature selection

A simple Java program that performs feature selection using the information gain method implemented in the UniFeat tool and displays the results is presented below:

```java
import unifeat.dataset.DatasetInfo;
import unifeat.featureSelection.filter.supervised.InformationGain;
import unifeat.util.FileFunc;

public class Main {
    public static void main(String[] args) {
        //reading the datasets files
        DatasetInfo data = new DatasetInfo();
        data.preProcessing("data/trainSet.csv", "data/testSet.csv", "data/classLabels.txt");

        //printing some information of the dataset
        int sizeSelectedFeatureSubset = 2;
        System.out.println(" no. of all samples : " + data.getNumData() + " no. of samples in training set : " + data.getNumTrainSet() + " no. of samples in test set : " + data.getNumTestSet() + " no. of features : " + data.getNumFeature() + " no. of classes : " + data.getNumClass());

        //performing the feature selection by information gain method
        InformationGain method = new InformationGain(sizeSelectedFeatureSubset);
        method.loadDataSet(data);

        String message = method.validate();
        //checking the validity of user input values
        if (!message.isEmpty()) {
            System.out.print("Error!\n " + message);
        } else {
            int[] subset = method.getSelectedFeatureSubset();
            double[] infoGainValues = method.getFeatureValues();

            //printing the subset of selected features
            System.out.print("\n subset of selected features: ");
            for (int i = 0; i < subset.length; i++) {
                System.out.print((subset[i] + 1) + " ");
            }

            //printing the information gain values
            System.out.println("\n\n information gain values: ");
            for (int i = 0; i < infoGainValues.length; i++) {
                System.out.println(" " + (i + 1) + " : " + infoGainValues[i]);
            }

            //creating reduced datasets as the CSV file format
            FileFunc.createCSVFile(data.getTrainSet(), subset, "data/newTrainSet.csv", data.getNameFeatures(), data.getClassLabel());
            FileFunc.createCSVFile(data.getTestSet(), subset, "data/newTestSet.csv", data.getNameFeatures(), data.getClassLabel());

            //creating reduced datasets as the ARFF file format
            FileFunc.convertCSVtoARFF("data/newTrainSet.csv", "data/newTrainSet.arff", "data", sizeSelectedFeatureSubset, data);
            FileFunc.convertCSVtoARFF("data/newTestSet.csv", "data/newTestSet.arff", "data", sizeSelectedFeatureSubset, data);
        }
    }
}
```